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Abstract: In the EXILL campaign a highly efficient array of high purity germanium (HPGe) detectors was operated at the cold neutron beam facility PF1B of the Institut Laue-Langevin (ILL) to carry out nuclear structure studies, via measurements of γ-rays following neutron-induced capture and fission reactions. The setup consisted of a collimation system producing a pencil beam with a thermal capture equivalent flux of about $10^8$ n s$^{-1}$ cm$^{-2}$ at the target position and negligible neutron halo. The target was surrounded by an array of eight to ten anti-Compton shielded EXOGAM Clover detectors, four to six anti-Compton shielded large coaxial GASP detectors and two standard Clover detectors. For a part of the campaign the array was combined with 16 LaBr$_3$:Ce detectors from the FATIMA collaboration. The detectors were arranged in an array of rhombicuboctahedron geometry, providing the possibility to carry out very precise angular correlation and directional-polarization correlation measurements. The triggerless acquisition system allowed a signal collection rate of up to $6 \times 10^5$ Hz. The data allowed to set multi-fold coincidences to obtain decay schemes and in combination with the FATIMA array of LaBr$_3$:Ce detectors to analyze half-lives of excited levels in the pico- to microsecond range. Precise energy and efficiency calibrations of EXILL were performed using standard calibration sources of $^{133}$Ba, $^{60}$Co and $^{152}$Eu as well as data from the reactions $^{27}$Al(n,γ)$^{28}$Al and $^{35}$Cl(n,γ)$^{36}$Cl in the energy range from 30 keV up to 10 MeV.

Keywords: Instrumentation for neutron sources; Gamma detectors (scintillators, CZT, HPG, HgI etc); Spectrometers
1 Introduction

The use of high-purity germanium (HPGe) detectors combined to efficient arrays covering a substantial solid angle became a commonly used tool in nuclear spectroscopy since the 1980s [1]. Due to the high energy resolution and the possibility to build coincidences it is possible to understand even complex level schemes or to obtain high isotopic selectivity. Information on angular correlations or polarisation of $\gamma$-ray transitions can be obtained, providing the possibility to assign spin and parities to nuclear states. The only HPGe-detector arrays used so far at a neutron beam were limited to an array of 16 small Ge-detectors with 25% relative efficiency [2] or small assemblies of up to 8 large-volume Ge detectors [3, 4]. One reason lies probably in the limited availability of intense neutron beams for the nuclear physics community. Another reason is the fact that the high selectivity of a detector array requires sufficiently clean background conditions, which can turn out to be a non-trivial task in a neutron research facility. The study of neutron-capture induced reactions represents certainly an interesting field for nuclear structure physics. Even more interest comes from the possibility to carry out prompt $\gamma$-spectroscopy on fission products produced in reactions such as $^{235}\text{U}(n,f)$ or $^{241}\text{Pu}(n,f)$. The importance of fission product studies with HPGe-arrays has been
successfully demonstrated in the past by experiments with spontaneous fission sources such as $^{252}$Cf and $^{248}$Cm using the detector arrays EUROGAM/EUROBALL [5] and GAMMASPHERE [6, 7]. Neutron induced fission is a very effective way to produce neutron-rich nuclei in the mass range $85 < A < 160$. Figure 1 compares the fission fragment mass distributions of neutron induced fission in $^{235}$U and $^{241}$Pu to spontaneous fission of $^{248}$Cm and $^{252}$Cf. The yields of isotopes towards mass 80 are more than one order of magnitude higher compared to spontaneous fission sources. For other mass regions changing the fissioning system gives access to different complementary fission fragments that may thus facilitate the gating and identification of new, weak $\gamma$-ray transitions or reduce the chance of an incorrect assignment of a contaminant transition to a given nucleus. Therefore, neutron-induced fission is a very powerful way to complement and extend existing spontaneous fission data sets. Moreover, prompt $\gamma$-spectroscopy with HPGe detectors is an excellent complementary approach to neutron-induced fission data obtained from the fission fragment separator LOHENGRIN at the research reactor of the institut Laue-Lagevin (ILL). LOHENGRIN separates fission fragments from an in-pile target in the ILL reactor by mass and kinetic energy. However, with LOHENGRIN only longer lived isomers ($T_{1/2} > 0.3 \mu s$) are accessible, limited by the flight time through the separator [9]. A first experiment aiming at observing $\gamma$-rays from fission fragments at a neutron beam was presented in [10], where isomers in the 50–500 ns time region were studied at the cold neutron beam facility PF1B. This experiment was essential in showing that fragment spectroscopy close to a neutron beam is feasible.

### Table 1

Overview of beam time used for particular experiments during the EXILL campaign. Of the 100 days of beam time only 4 days were devoted due to change of configuration or technical defects. More details on the targets and detector configuration can be found in the according sections of the paper.

<table>
<thead>
<tr>
<th>Beam Time</th>
<th>Campaign</th>
<th>Target</th>
<th>Detector Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 days</td>
<td>on/off beam test</td>
<td>BaCl$_2$, $^{152}$Eu, $^{60}$Co</td>
<td></td>
</tr>
<tr>
<td>14 days</td>
<td>(n,(\gamma))</td>
<td>$^{48}$Ca, $^{77}$Se, $^{96}$Zr, $^{167}$Er, $^{194}$Pt</td>
<td>Config. 1: 8 EXOGAM, 2 ILL, 6 GASP</td>
</tr>
<tr>
<td>16 days</td>
<td>(n,f)</td>
<td>$^{235}$U on Zr backing</td>
<td></td>
</tr>
<tr>
<td>6 days</td>
<td>(n,f)</td>
<td>$^{235}$U on Be backing</td>
<td></td>
</tr>
<tr>
<td>7 days</td>
<td>(n,(\gamma))</td>
<td>$^{96}$Zr, $^{135,137}$Gd, $^{161}$Dy, $^{209}$Bi</td>
<td></td>
</tr>
<tr>
<td>10 days</td>
<td>(n,(\gamma)) fast timing</td>
<td>$^{46}$Ca, $^{96}$Zr, $^{209}$Bi, $^{48}$Ti</td>
<td>Config. 2: 8 EXOGAM, 16 FATIMA</td>
</tr>
<tr>
<td>13 days</td>
<td>(n,f) fast timing</td>
<td>$^{235}$U on Be backing</td>
<td></td>
</tr>
<tr>
<td>1 day</td>
<td>(n,(\gamma)) fast timing</td>
<td>$^{195}$Pt</td>
<td></td>
</tr>
<tr>
<td>10 days</td>
<td>(n,f) fast timing</td>
<td>$^{241}$Pu on Be backing</td>
<td></td>
</tr>
<tr>
<td>1 day</td>
<td>(n,(\gamma))</td>
<td>$^{95}$Mo</td>
<td>Config. 3: 8 EXOGAM only</td>
</tr>
<tr>
<td>1 day</td>
<td>(n,(\gamma))</td>
<td>$^{143}$Nd</td>
<td></td>
</tr>
<tr>
<td>14 days</td>
<td>(n,f)</td>
<td>$^{241}$Pu on Be backing</td>
<td>Config. 4: 9 EXOGAM, 2 ILL, 5 GASP</td>
</tr>
</tbody>
</table>
Figure 1. Fission fragment mass distribution following the neutron induced fission of $^{235}$U and $^{241}$Pu compared to the mass yields of spontaneous fission of $^{248}$Cm and $^{252}$Cf. The data were extracted from [8]. In the region towards mass 80 the yields are considerably higher in neutron induced fission than in spontaneous fission.

The installation of a HPGe-array at a neutron beam facility can be further motivated by the completeness of the spectroscopy of (n,$\gamma$) reactions. Due to the non-selectivity of the capture reaction the majority of the low-spin excitations in a given nucleus are populated giving access to a very rich and detailed spectroscopic information close to the line of stability. Present data sets are often resulting from a combination of data from ultra-high resolution $\gamma$-spectroscopy carried out with crystal spectrometers for low-energy transitions ($E_\gamma < 1.5$ MeV) and data from a single HPGe detector for higher energies [11, 12]. Level schemes built from such data sets were made using Ritz-combination algorithms [13, 14], which themselves are not too robust with respect to false placements, if the level scheme is above a certain level of complexity. This has led to cases where several hundreds of measured transitions could not be placed in the level scheme. For many cases a complementary experiment allowing a set of true coincidences would help to remove uncertainties in the level scheme.

A large number of complementary techniques giving access to additional information can also be explored. These include lifetime measurements, based on a fast-timing technique with lanthanum bromide scintillators [15], or Doppler-shift attenuation methods [16], study of nuclear fission dynamics [17, 18], g-factor measurements [19, 20] and many others. All this was driving the idea of bringing a high efficiency HPGe detector array to the intense cold neutron beam facility PF1B at the ILL for a beam time of 100 days (2 reactor cycles). The first reactor cycle was devoted to spectroscopy measurements and the second reactor cycle was shared between fast-timing measurements and $\gamma$-ray spectroscopy.
We will refer to the campaigns as EXILL (EXOGAM@ILL) and EXILL+FATIMA for the combination with the fast timing array FATIMA. The latter campaign is described in detail in a separate paper [15]. Table 1 gives an overview on the beam time use. The following sections describe in detail the individual components of the experiment. In the final section some reference measurements are shown demonstrating the performance of the set-up.

2 The cold neutron beam facility PF1B and the neutron collimation system

The ILL research reactor supplies a large number of neutron guides allowing for transportation of neutrons from the institute’s high flux reactor over tens of meters to experimental areas. The most intense of these neutron beams is provided by the ballistic super mirror guide H113 feeding the cold neutron beam facility PF1B. The experimental zone of PF1B, enclosed in-between casemates of other neutron guides, is equipped with a dedicated shielding to minimize the $\gamma$ and neutron background of the neighbouring instruments and neutron guides. A detailed description of the characteristics of H113 can be found in [21, 22]. The neutron guide delivers a thermal neutron capture-equivalent flux density of $2.2 \times 10^{10} \text{cm}^{-2}\text{s}^{-1}$ at a nominal reactor power of 58.3 MW (the higher flux compared to [22] is due to upgrades and replacement of degraded guide components) on an exit window of $20 \times 6 \text{cm}^2$. The spectrum-averaged divergence was 7 mrad FWHM [22] before the upgrades and replacements. Such a large beam profile and its divergence are not suitable for $\gamma$-spectroscopy. Also angular correlation measurements require a geometrically well defined source. Therefore, a dedicated collimation system was designed shaping the beam to a circular profile with about 1 cm diameter five meters downstream from the end of the H113 guide.

The collimation system (see also [3]) consists of a sequence of circular apertures made from strongly neutron absorbing materials. We chose sintered natural boron carbide (19.9% natural abundance of $^{10}\text{B}$, $^{10}\text{B}(n,\alpha)$ cross section is 3840 barn followed by 94% probability of 0.48 MeV $\gamma$-ray emission) and sintered enriched $^{6}\text{LiF}$ ($^{6}\text{Li}(n,\alpha)$ cross section is 940 barn, no $\gamma$-ray emitted). To suppress the $\gamma$-ray background from boron, all according apertures are shielded with 5-cm thick lead absorbers downstream of the neutron beam direction. The sequence of apertures is inserted in a cylindrical vacuum tube system made from aluminum, the inside walls of which are completely covered by 1-cm thick borated plastic. The boron in the plastic serves to absorb the neutrons scattered (and not captured) from the apertures. The tube system consists of 8 segments, which are aligned when assembled together with an uncertainty in the mechanical transversal misalignment not larger than 1 mm over the entire length of the collimation system. All apertures are mounted offline in the individual sections and the system can be fully or partially assembled and then installed in the experimental zone. The first two apertures consist of precision machined 1-cm thick $\text{B}_4\text{C}$ ceramics, each mounted on a 5-cm thick lead aperture. The following three collimators consist of 5-mm thick $^{6}\text{LiF}$ ceramics mounted on 3-cm thick borated polyethylene, supported by 5 cm thick lead apertures. The holes in the supporting apertures were protected by $^{6}\text{Li}$ loaded rubber sheet against scattered neutrons and were large enough to exclude contact with the direct beam. The total length of the aperture sequence is about 4 m, followed by a 1-m free flight path section containing vacuum pump access. The target chamber of about 1 m length itself is attached (see section 3), which is followed by a 1-m long beam dump pipe, which ends with a 5-mm thick $^{6}\text{LiF}$ ceramics. The vacuum tube leading to the beam dump is lined with 2 cm boron loaded rubber sheet.
Figure 2. Schematic layout of the collimation system with its sequence of apertures. The collimation system is followed by the target chamber, the detector array and a beam dump.
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Figure 2. Schematic layout of the collimation system with its sequence of apertures. The collimation system is followed by the target chamber, the detector array and a beam dump.

to absorb neutrons backscattered from the dump in the target section. An illustration of the installed collimation system is shown in figure 2.

The neutron beam position and profile were verified with RTQA2 and EBT2 Gafchromic films. These self-developing dosimetry films are usually employed for quality assurance in radiotherapy applications. The active layer consists of lithium pentacosa-10,12-diyanoate (LiPCDA), a diacetylene monomer containing also lithium and nitrogen. Slow neutrons captured on these elements emit short-range charged particles via the $^6\text{Li}(n,\alpha)$ and $^{14}\text{N}(n,\pi)$ reactions which induce local polymerization and consequently a blackening of the film. Exposure to neutron fluences above $10^{10} \text{cm}^{-2}$ leaves a clearly visible beam spot on the film, see figure 3. The irradiation time was chosen such that the optical density as function of neutron fluence was changing linearly with good approximation. This allowed the neutron fluence distribution to be derived from the measured optical density distribution. The films were scanned using commercial office scanners and digitized.

The collimation system at the H113 neutron guide was simulated using the McSTAS \cite{23, 24} simulation package for neutron transport. The simulation models neutron propagation from ILL’s vertical cold source along the H113 guide (according to \cite{21} and taking into account all upgrades), through the collimation system until the beam stop. A comparison of simulated and measured beam profile in the target position is shown in figure 3. It is worth mentioning that this beam profile has been measured about 1.3 m downstream of the last collimation aperture. The FWHM of the measured profile is about 12 mm and in good agreement with the simulations, demonstrating the good alignment of the collimation system. The divergence of neutrons at the guide exit is wavelength dependent. It can be seen (figure 3) that longer wavelengths are suppressed more strongly than short ones. The average wavelength determined from the simulated capture equivalent spectrum of the neutron beam at the target position is $\lambda_n = 4.6(2) \, \text{Å}$, corresponding to $E_{\text{kin}} = 3.9(4) \, \text{meV}$, where the error is dominated by uncertainties in modeling the ILL reactor’s vertical cold source.
Figure 3. Left hand side: measured beam spot at the target position, 1.3 meters downstream of the last collimation aperture. The graphs show cuts of the 3D profile comparing them to Monte Carlo Simulations using the neutron transport code McSTAS [23, 24]. Right hand side: simulated neutron capture equivalent spectrum at the guide exit and the target position. The difference in shape is caused by the stronger suppression of longer wavelengths due to their larger divergence at the guide exit.

3 The target chamber

The design of the target chamber had to fulfill several requirements. On one hand it was necessary to provide optimal conditions for $\gamma$-ray spectroscopy. This demands a minimum amount of material absorbing or scattering $\gamma$-rays emitted from the target, a low production of $\gamma$-background by neutrons scattered by the target, a close positioning of the detectors around the target position and the possibility to easily change the target. On the other hand the target chamber should allow highly radio-toxic targets to be used such as $^{241}$Pu. These targets have to be loaded and unloaded in ILL’s dedicated alpha activity laboratory. Furthermore a double wall containment of these targets together with certain other safety requirements with respect to tightness, mechanical robustness as well as leakage monitoring was necessary.

These complex requirements have led to the design of a double-wall target chamber system, which can be operated in two configurations. A first configuration uses only the outer shell of the target chamber. This configuration is fully optimized for (n,\(\gamma\)) and $^{235}\text{U}(n,f)$ experiments as low radio-toxic targets. The target chamber is made of an aluminum pipe of 50 mm diameter with 2 mm wall thickness. It is directly connected to the collimation and beam stop vacuum system. Samples were inserted and held in teflon bags fixed via teflon wires to a small metal frame. The metal frame was inserted and reproducibly plugged into position by opening the connection flange between target chamber and beam stop tube. If an enhanced security configuration is required, a second inner target chamber is inserted instead of the target holder frame. This second chamber is made of an aluminum tube of 35 mm inner diameter and 2 mm wall thickness. It was loaded, sealed and vacuum pumped in ILL’s alpha activity laboratory. The neutron beam enters and exits via 200-$\mu$m thick zirconium windows to minimize neutron scattering. The collimation system, the outer vacuum chamber and the beam stop tube were filled with helium gas, at a pressure of 50 mbar, and the inner chamber was equipped with a vacuum gauge allowing the chamber integrity to be
Figure 4. Schematic view of the double wall target chamber: in the lower part the target chamber system is shown as it was used in single wall configuration for (n,\(\gamma\)) and \(^{235}\)U(n,f) experiments. The target holder frame is drawn in purple, the target teflon bag in beige. The upper part of the figure shows the double wall configuration. The second (internal) chamber is shown in green. It is a completely independent chamber, which is inserted into the outer chamber. Samples are loaded into the inner chamber in ILL’s alpha activity laboratory and the chamber is vacuum pumped and sealed. The inner chamber is equipped with a vacuum gauge allowing to monitor its tightness during operation.

monitored during the experiment. A schematic view of the target chamber system is shown in figure 4. In both configurations, the outer target chamber was surrounded with a 1 mm thick \(^{6}\)LiF rubber sheet in order to absorb any remaining scattered neutrons.

The impact of the different components of the target chamber on the background was optimized. This is illustrated in figure 5. The first spectrum compares the impact of the outer single wall chamber and empty target holder with open beam to ambient background (closed beam). It can be seen that the contributions from the target environment are very small. The \(\gamma\)-rays from a 3.2 mg BaCl\(_2\) target appear with two orders of magnitude more intensity. However, by analyzing the spectrum, the presence of \(\gamma\)-rays of Ge and Al pointed to a substantial scattering of neutrons from the target to the outside. This was suppressed by adding the mentioned \(^{6}\)LiF-rubber sheet around the target chamber. In the same way the effect of components of the second, inner target chamber was optimized. The right-hand side of figure 5 illustrates the impact of the Zr-window on the exit of the inner chamber. It adds substantial background by scattering neutrons into the Ge-detectors. This was suppressed by adding \(^{6}\)LiF around the exit of the inner chamber. Furthermore, the figure illustrates the impact of the Zr backing for the first \(^{235}\)U target.
Figure 5. Left hand side: comparison of background in the (n,γ) configuration induced by single chamber and empty target holder to ambient background of the PF1B experimental zone. Furthermore, the spectrum from a 3.2-mg BaCl$_2$ target is shown. Neutron scattering by the target generates additional background, which was suppressed by $^6$LiF-rubber sheet around the target chamber. Right hand side: impact of a Zr-window and a blank Zr target backing from the inner target chamber for the first $^{235}$U target. The impact of the Zr-window was minimized by additional $^6$LiF enclosing of the exit window.

4 Targets

The neutron-capture cross section of the target isotopes studied in the EXILL campaign covered a wide range from $2.3 \times 10^{-2}$ to $2.54 \times 10^5$ barns. This required careful target preparation, which is described in the following sections. In particular the target mass should be chosen so as to assure a reasonable count rate of the detectors and an acceptable level of attenuation of low-energy $\gamma$-rays in the target. The chemical compounds of the targets were selected to minimize elastic scattering of neutrons.

4.1 Stable targets

Table 2 summarizes the properties and irradiation times of all targets. All stable targets were conditioned in individual FEP (fluorinated ethylene propylene copolymer) bags. These bags were made from thermosealed 25-$\mu$m thin FEP foils (Goodfellow FP341025). The actual target mass was determined by weighing empty and filled bags, respectively. The FEP bags containing the samples were mounted perpendicularly to the neutron beam, held in place by thin PTFE (polytetrafluoroethylene) strings (Goodfellow FP345925). The $^{46}$Ca target was made by drying a $^{46}$Ca-nitrate solution directly in a double teflon bag to avoid any loss of the precious material. The $^{155,157}$Gd targets were both made from a single tiny grain of Gd$_2$O$_3$ powder enriched in $^{155}$Gd and $^{157}$Gd, respectively. The grain was fixed with glue and wrapped into a bag of 10-$\mu$m thick aluminum foil and the FEP bag to prevent accidental spreading in the vacuum chamber. Due to the enormous neutron-capture cross-sections of $^{155,157}$Gd these samples act as a “black” absorber for neutrons. Hence, the (unknown) grain area perpendicular to the beam instead of the grain weight determines the capture rate. The latter was adjusted to match the count rate capability of the detector array by attenuating the neutron flux in-between neutron guide and entry of the collimation system, i.e. 5 m upstream of the target. This was achieved by inserting a 5 mm thick plexiglas sheet as scatterer in
Table 2. Overview on the majority of used \((n,\gamma)\) targets during the EXILL campaign. Fission targets are separately described in the text. Column (A:B) refers to isotope of interest:chemical compound, (C) to physical form, (D) to isotopic enrichment, (E) to percentage of neutron captures in the isotope of interest relative to all captures in the target, (F) to fraction of scattered neutrons, (M) to total count rate, (N) to the target mass, (O) to the amount of substance of the isotope of interest multiplied by its neutron capture cross section, (P) to the total irradiation time and (Q) to publication.

<table>
<thead>
<tr>
<th>A:B</th>
<th>C</th>
<th>D (%)</th>
<th>E (%)</th>
<th>F (%)</th>
<th>M (kHz)</th>
<th>N (mg)</th>
<th>O (mmol× barn)</th>
<th>P (h)</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{35})Cl:BaCl(_2)</td>
<td>powder</td>
<td>75.8</td>
<td></td>
<td></td>
<td>70</td>
<td>9.6</td>
<td>2.51</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(^{46})Ca:Ca(NO(_3))(_2)</td>
<td>chunk</td>
<td>31.7</td>
<td>32</td>
<td>0.3</td>
<td>82</td>
<td>40.6</td>
<td>0.12</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td>(^{48})Ti:Ti</td>
<td>foil</td>
<td>73.8</td>
<td>95</td>
<td>0.8</td>
<td>540</td>
<td>84</td>
<td>7.58</td>
<td>13</td>
<td>[25]</td>
</tr>
<tr>
<td>(^{68})Zn:ZnO</td>
<td>powder</td>
<td>99.2</td>
<td>96</td>
<td>1.0</td>
<td>160</td>
<td>250</td>
<td>3.36</td>
<td>23</td>
<td>[26]</td>
</tr>
<tr>
<td>(^{70})Zn:ZnO</td>
<td>powder</td>
<td>98.8</td>
<td>86</td>
<td>0.9</td>
<td>540</td>
<td>250</td>
<td>0.32</td>
<td>20</td>
<td>[26]</td>
</tr>
<tr>
<td>(^{77})Se:Se</td>
<td>powder</td>
<td>99.7</td>
<td>99.7</td>
<td>&lt; 0.1</td>
<td>220</td>
<td>6.0</td>
<td>3.27</td>
<td>21</td>
<td>[27]</td>
</tr>
<tr>
<td>(^{96})Zr:ZrO(_2)</td>
<td>powder</td>
<td>59.6</td>
<td>14</td>
<td>2.0</td>
<td>470</td>
<td>700</td>
<td>0.55</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>(^{95})Mo:Mo</td>
<td>disk</td>
<td>96.5</td>
<td>99.8</td>
<td>0.1</td>
<td>170</td>
<td>16.9</td>
<td>2.25</td>
<td>41</td>
<td>[28]</td>
</tr>
<tr>
<td>(^{143})Nd:Nd</td>
<td>metal</td>
<td>91.1</td>
<td>&gt; 99.5</td>
<td>&lt; 0.1</td>
<td>200</td>
<td>0.8</td>
<td>1.72</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>(^{155})Gd:Gd(_2)(_3)O(_3)</td>
<td>grain</td>
<td>93.1</td>
<td>88.6</td>
<td>&lt; 0.1</td>
<td>313</td>
<td>&lt; 1</td>
<td>16</td>
<td>[29]</td>
<td></td>
</tr>
<tr>
<td>(^{157})Gd:Gd(_2)(_3)O(_3)</td>
<td>grain</td>
<td>94.4</td>
<td>99.4</td>
<td>&lt; 0.1</td>
<td>390</td>
<td>&lt; 1</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(^{161})Dy: Dy(_2)(_3)O(_3)</td>
<td>powder</td>
<td>91.7</td>
<td>90</td>
<td>0.2</td>
<td>500</td>
<td>1.7</td>
<td>5.15</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>(^{167})Er:Er(_2)(_3)O(_3)</td>
<td>powder</td>
<td>91.5</td>
<td>99.9</td>
<td>&lt; 0.1</td>
<td>230</td>
<td>1.1</td>
<td>3.48</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>(^{194})Pt:Pt</td>
<td>foil</td>
<td>96.5</td>
<td>66</td>
<td>0.9</td>
<td>230</td>
<td>202</td>
<td>2.18</td>
<td>19</td>
<td>[30]</td>
</tr>
<tr>
<td>(^{194})Pt:Pt</td>
<td>2 balls</td>
<td>96.4</td>
<td>63</td>
<td>0.8</td>
<td>180</td>
<td>192</td>
<td>2.16</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>(^{194})Pt:Pt</td>
<td>+powder</td>
<td>96.4</td>
<td>64.8</td>
<td>1.7</td>
<td>230</td>
<td>393</td>
<td>4.34</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>(^{194})Pt:Pt</td>
<td>+powder +2 balls</td>
<td>33.8</td>
<td>90</td>
<td>0.5</td>
<td>620</td>
<td>143</td>
<td>7.56</td>
<td>16</td>
<td>[31]</td>
</tr>
<tr>
<td>(^{209})Bi:Bi</td>
<td>2 disks</td>
<td>100</td>
<td>100</td>
<td>1.8</td>
<td>83</td>
<td>700</td>
<td>0.11</td>
<td>4</td>
<td>[32, 33]</td>
</tr>
<tr>
<td>(^{209})Bi:Bi</td>
<td>balls</td>
<td>100</td>
<td>100</td>
<td>7.9</td>
<td>170</td>
<td>3000</td>
<td>0.49</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>(^{209})Bi:Bi</td>
<td>cylinder</td>
<td>100</td>
<td>100</td>
<td>5.2</td>
<td>100</td>
<td>1960</td>
<td>0.32</td>
<td>47</td>
<td></td>
</tr>
</tbody>
</table>

front of the neutron beam collimation system. Note that the average capture wavelength (energy) given in section 2 does not apply in these two cases, due to the spectrum change by the plexiglas as well as due to the large cross section of the targets.

4.2 Radioactive targets

Targets of \(^{235}\)U and \(^{241}\)Pu were used for \(\gamma\)-spectroscopy of prompt fission product. Fission products with an recoil energy in the range from 50 to 110 MeV need to be rapidly stopped in order to minimize Doppler broadening of the emitted \(\gamma\)-rays. Thus, the targets were sandwiched between appropriate
“stoppers” with a thickness sufficient to stop fission products traversing them perpendicularly. The stopper material should have a low neutron-capture cross section, and appropriate physical and chemical properties for preparation in a glove box and use in vacuum. High Z materials are less suitable due to the important attenuation of low-energy $\gamma$-rays in the radial direction (where the EXOGAM octagon is located, see section 5).

The $^{235}$U material had an enrichment of 99.7% with the remainder consisting of non-fissile uranium isotopes $^{234}$U, $^{236}$U and $^{238}$U. With cold neutrons the total fission rate is completely dominated by the $^{235}$U(n,f) reaction. Therefore, considering an average prompt neutron multiplicity of $\nu_p = 2.42$, the average $N/Z$ ratio of fission fragment pairs is 1.539 and 2.539 for $A/Z$.

One of the $^{235}$U targets was made by depositing $^{235}$UO$_2$ layers by the multiple painting technique [41] on 2-$\mu$m thin Zr foils (Goodfellow Zr000080). These were then sandwiched between two 15-$\mu$m thick nuclear-grade Zr foils (Advent Research Materials Zr2449). To assure a tight packing the sandwiches were cold-rolled with a few mg/cm$^2$ metallic tin as filling material. Fission products have nearly identical stopping power in uranium oxide, tin and zirconium. Thus, the sandwich can be considered as a homogeneous stopper. In total a sandwich consisting of 3 layers of $^{235}$UO$_2$, each sandwiched between Sn and Zr, was mounted. The total $^{235}$U mass determined by $\gamma$-ray spectrometry was 525 $\mu$g. Another $^{235}$U target was made by depositing a $^{235}$UO$_2$ layer by the multiple painting technique on a thick graphite sheet. Subsequently the top graphite layer carrying the $^{235}$UO$_2$ layer was removed with a scalpel and transferred on a 25.4 $\mu$m thick beryllium foil (ESPI Metals, 2N8 purity). A second 25.4 $\mu$m thick Be foil was glued on top with superglue (polyacrylate). The total $^{235}$U mass of the second target determined by $\gamma$-ray spectrometry was 675 $\mu$g. Prior to the target preparation, samples of the zirconium foil, tin and superglue had been deposited in a teflon bag irradiated by the neutron beam for a background measurement in the neutron beam. No unexpected neutron capturing impurities had been detected. At present a number of different physics cases based on data from the $^{235}$U campaign are already published [15, 34–40].

The $^{241}$Pu target was prepared by recycling an old $^{241}$Pu target that was previously used in a fission experiment at ILL. The old target was not directly usable for the EXILL campaign due to the high gamma activity of $^{241}$Am that had grown in. Moreover the target had a protective gold layer produced by physical vapour deposition which would create considerable ($n,\gamma$) background when exposed to neutrons. Hence, at the Nuclear Chemistry Institute of Mainz University the Pu material was chemically purified in several steps and deposited (in oxide form) by Molecular Plating [42] from isopropanolic solution onto a thin Be-foil (25.4 $\mu$m, ESPI Metals, 2N8 purity) as backing. The target spot had a diameter of 8 mm. After drying, a second 25.4 $\mu$m thick Be foil was glued with superglue on top. Before and after electroplating, aliquots (20 $\mu$l) of the isopropanolic solution were taken and evaporated to dryness onto a little Ta-disc to prepare samples for $\alpha$-spectrometry. From the activity of the $^{241}$Am daughter in both test samples the deposited $^{241}$Pu amount was determined to 300(30)$\mu$g.

The $^{241}$Pu was enriched to 78 % with the remainder mainly consisting of non-fissile plutonium isotopes $^{240}$Pu 5 % and $^{242}$Pu 16 %. Fissile $^{239}$Pu represented 0.02 %. At the beginning of the FA-TIMA measurement $^{241}$Am represented 0.2 % of the target mass (10 kBq), rising to 0.5 % (23 kBq) at the end of the measurement period. With cold neutrons the total fission rate is completely dominated by 99.8% from $^{241}$Pu(n,f), i.e. considering the average prompt neutron multiplicity of $\nu_p = 2.929$ the average $N/Z$ ratio of fission fragment pairs is 1.543, i.e. slightly higher than that of $^{235}$U.
For all fission targets a $\gamma$-ray spectroscopy analysis of the fission product inventory was performed after the experiment. Thus the average fission rate could be deduced from the long-lived fission product activities. For the $^{235}$U and $^{241}$Pu targets on a Be backing the observed activities of the volatile fission products $^{133}$Xe and $^{131}$I are consistent with the activities of the non-volatile fission products. This proves that the backing and cover were gas-tight, i.e. no significant fraction of the fission products could escape.

5 Detectors

Within the EXILL campaign for the first time a large HPGe array (up to 49 germanium crystals) has been installed around a target irradiated by a highly collimated cold-neutron beam with a capture equivalent flux of $10^8 \text{ cm}^{-2} \text{ s}^{-1}$ at the target position. Three different-type Ge detectors were used to construct the EXILL detector array:

- Up to 10 EXOGAM Clover detectors [43–45] from the laboratory of the Grand Accelerateur National des Iones Lourdes (GANIL), each consisting of four segmented closed-ended coaxial n-type Ge crystals with a diameter of 60 mm (before shaping) and 90 mm in length. The front side of the Clovers is tapered at a length of about 30 mm. The relative efficiency of each Clover crystal is about 38% and the combined efficiency of one Clover in add-back mode about 220%. Although these detectors are segmented, only the core signal of each crystal was read out.

- Six GASP detectors [46, 47] from the Legnaro National Laboratory (LNL), large volume HPGe detectors made of closed-ended coaxial n-type Ge crystals with a diameter of 70 mm and a length of 80 mm. The front side of the Ge crystals is tapered at a length of about 30 mm. The relative efficiency of the detectors is about 80%.

- Two Clover detectors from the ILL instrument LOHENGRIN consisting of four non tapered closed-ended coaxial n-type crystals with 50 mm diameter (before shaping) and 80 mm length. These Clovers have a 1.5 mm thin Al entrance window to be more efficient for the detection of low-energy $\gamma$-rays. The relative efficiency of each Clover crystal is about 25% and the combined efficiency of one Clover in add-back mode about 150% [48].

All detectors were mounted on a dedicated mechanical structure originally designed at GANIL for 16 EXOGAM Clover detectors and adapted to the spatial requirements of the PF1B cold neutron beam facility. In order to cover a large range of physics, four different detector array configurations were realized during the beam time. All of them used an arrangement of 8 EXOGAM Clover detectors into a regular octagon perpendicular to the beam axis as a basis. The remaining detectors were mounted on two half spheres on each side of the ring:

- Configuration 1 used additionally to the EXOGAM octagon the 2 LOHENGRIN Clover detectors and 6 GASP detectors. On the left side of figure 6 the detector placement in the PF1B zone around the target chamber is shown. The two LOHENGRIN Clovers were placed at 45° with respect to the beam axis below the sample, parallel to the beam axis and the GASP detectors were filling the 6 remaining positions at 45°. This configuration was used during the entire first reactor cycle.
Figure 6. Left side: schematic view of the EXILL setup at the PF1B experimental area. The detector configuration 1 shown here was used during the entire first reactor cycle. In the similar configuration 4 (not displayed here) one GASP detector above the beam axis was replaced by one EXOGAM Clover detector. This configuration was used during the second half of the second reactor cycle. Right side: schematic side view (perpendicular to the beam axis) of the EXILL+FATIMA detector configuration 2. The inner chamber used for the $^{241}$Pu(n,f) run is also drawn.

- Configuration 2: the GASP and LOHENGRIN Clover detectors were removed and 16 LaBr$_3$:Ce scintillator detectors from the FATIMA collaboration added (see figure 6 right side). A detailed description of this setup is given in reference [15]. These fast response scintillation detectors have an energy resolution of about 3% at 1.3 MeV and an excellent time response ($< 200$ ps). They are particularly suited for lifetime measurements in the range of a few picoseconds to several nanoseconds. All crystals were 1.5” in diameter, half of them being 2” long and the other half being 1.5” long. They were all mounted on modified Hamamatsu R9779 photomultiplier tubes. This configuration was used during the first half of the second reactor cycle.

- Configuration 3 consisted of the central octagon with EXOGAM detectors only. It was used for two days only during the changeover period to configuration 4.

- Configuration 4 was a high Ge efficiency configuration used during the second part of the second cycle. This configuration was similar to configuration 1 but replacing one GASP by an additional EXOGAM detector (at 45° to the beam above the beam axis).

All the germanium detectors, with the exception of the two LOHENGRIN Clovers (since they are not tapered and thus not geometrically compatible), were equipped with the active BGO (bismuth germanate) Compton-suppression shields of the EXOGAM array. The signals of the individual segments of a BGO detector surrounding one germanium detector were daisy-chained together and recorded with those from the germanium crystals in list mode. Anti-coincidence discrimination was performed off-line. In addition, tungsten collimators were placed in front of the BGO detectors to avoid direct hits in the BGO by gammas from the target and reduce cross-talk between adjacent detectors.

A dedicated automatic liquid nitrogen filling system was developed for the EXILL campaign. Two dewars were used to automatically fill up to 16 detectors three times per day. Moreover,
all the internal temperature sensors were read allowing automatic emergency filling. When the configuration 4 was adopted, around 200 liters of liquid nitrogen were used per day.

6 The digital data acquisition system

Depending on the detector configuration, the data acquisition system handled up to 72 channels. The analog signals from the detector preamplifiers were sampled by ten V1724 CAEN digitizers [49], which are 1-unit wide VME 6U modules housing eight channels of 14 bit 100 MS/s flash ADC with threshold auto-trigger capabilities. The numerical information about the amplitude of the analog signals and their arrival time were collected by two RIO3 PowerPC-based VME single board computer [50] (data concentrator) before being recorded on a computer hard disk. The total event rate achieved was about 900 kHz events corresponding to a data rate of 7.2 MByte/s. In order to properly propagate the timing information across several ADCs, the internal clock of each digitizer board was phase locked to an external clock source provided by a single V1724 module defined as master clock board. Each digitizer consists of a common motherboard housing specific mezzanine cards for each channel. The motherboard hosts the clock logic management and the readout control FPGA that provides the trigger management and acts as a bridge between the local bus and the different interfaces (VME 64X as used with EXILL, Optical link, PCI express, USB 2.0). Mezzanine cards house the analog input front-ends and the channel FPGA that accounts for the analog-to-digital conversion, the digital pulse processing algorithm and the memory buffers. The readout controls the FPGA accesses of the mezzanine cards through the local bus.

A specific Digital Pulse Processing (DPP) algorithm implemented in the FPGA of the digitizers allows to extract the amplitude and the arrival time of the detected pulses. Pulse conversion starts with a trigger generated by a voltage step exceeding a programmable digital threshold. For an accurate time determination the FPGA calculates the second derivative of the input signal (the direct output of the detector preamplifier). Since the input signal can be represented as the sum of two exponential decays, with the fast component determined by the charge collection time of the detector and the slow one by the RC of the preamplifier, it can be shown that the zero crossing of such a second derivative depends only on the two time constants while it does not depend on the pulse amplitude. Therefore, the zero crossing of the second derivative of the input signal delivers a time determination with an uncertainty equivalent to one unit of the sampling time (10 ns).

At the same time, a trapezoidal filter is applied to the input signal to transform the typical exponential decay generated by a charge sensitive preamplifier into a trapezoid [51]. The height difference between the signal baseline and the flat top of the trapezoid is proportional to the amplitude of the initial pulse. Figure 7 shows all the relevant parameters necessary for a proper determination of the pulse height. This trapezoid plays the same role as the shaping amplifier in a traditional analog acquisition system. Both systems have a shaping time constant that must be properly calibrated for the pole-zero cancellation. Moreover, for both systems a long shaping time gives a better energy resolution but increases the probability of pile-up.

The real-time acquisition engine is implemented in a Power PC based VME board computer equipped with 256 MB of memory. This board does not contain any operating system in order to optimize real-time performances and to minimize any dead time. A specific set of routines has been developed to implement all the functionalities necessary to configure and access the digitizers.
Figure 7. Schematic view of the trapezoidal filter with the relevant parameters.

The real-time processing algorithm running in the processor is able to handle total event rates of more than 1 MHz, providing on-line display for singles and coincidence events of multiplicity 2. The primary purposes of the data concentrator card is to create the data structures containing the variables and the parameters for the acquisition. Once the digitizers have been initialized and programmed, the concentrator is reading the data by emptying the digitizers buffers using MBLT transfer mode over the VME bus. Each event is then on one hand analyzed to produce the relevant online histograms and, on the other hand, stored in a double buffer memory once all the information necessary to define a list-mode event has been added.

ILL in-house instrument control software is then reading asynchronously the cards memory, via a PCI optical link, to transfer the list-mode events to the external mass storage and to display the histograms. In addition the software offers a full graphical interface to access all parameters related to the configuration of the digitizers as well as of the acquisition card. It provides real-time visualization of all relevant spectra including single and multiplicity 2 events, as well as count-rates for higher multiplicities (up to multiplicity 8) and efficiency of Compton suppression. The software includes an oscilloscope mode display, used during the setup phase, to tune the sampling parameters for each channel of the digitizer cards. This mode offers the unique advantage to visualize instantaneously the effects of any parameter modification with respect to all signals involved in the acquisition.

During the fast timing campaign with configuration 2 the digital acquisition system was completed by an analogue “fast-timing” electronic circuit, which is described in more detail in [15] and references therein.

7 Key performances

The data taking was subdivided into short runs to produce files of about 2 Gbyte in size. Since the target quantity was chosen to yield a count rate of about 10–20 kHz per channel, each experiment was subdivided into time intervals of the order of 7–15 minutes, while each run had enough statistics to monitor the systems performances. In-between individual campaigns or changes of
setup calibration runs with sources of $^{133}$Ba, $^{60}$Co and $^{152}$Eu for lower energies and $^{35}$Cl(n,$\gamma$)$^{36}$Cl measurements for higher energies were carried out. During campaigns with open neutron beam, (n,$\gamma$) lines from the target backing and chamber material were also used for energy calibration monitoring.

During the whole EXILL campaign, about 60 TB of data have been recorded. The data are available to the EXILL-collaboration via an irods server for download [52]. For this purpose resources from CCN2P3\(^1\) and LPSC\(^2\) were used to store the raw data through the irods protocol. Such irods facility permits to establish access modes with password protection for specific sub-data sets. Accordingly user groups can be granted access to data relevant for their particular measurement campaign only, while the remaining data stay protected. Due to a high degree of parallelisation on the server side a fast access to the data is achieved. This allows remote data evaluation without the need of large data transfer.

7.1 Alignments and calibrations

7.1.1 Energy alignments and calibrations

Figure 8 compares the calibration spectra of the detector system obtained with a 420 kBq $^{152}$Eu source after the first $^{235}$U campaign ($^{235}$U on Zr backing) and 12 days later at the end of the first reactor cycle. The FWHM resolution of the system calculated at 1408 keV using both, standard gain matching and drift monitoring routines, is rather stable at around 3.7 keV. (More advanced algorithms based on a splitting the data into low and high energy and therefore obtaining energy depending non-linear terms of the calibration achieve a resolution of 3.2 keV at 1408 keV). To illustrate time dependence we used the same calibration parameters for both data sets resulting in a peak shift of about 200 eV for the 1408 keV peak. While in the raw data at low $\gamma$-energies these variations were still small, at high energies these shifts often exceeded the peak width. The left-hand side of figure 9 shows an example of such a variation for one of the Ge detectors at the 7724 keV $\gamma$-line from a parasitic $^{27}$Al(n,$\gamma$) capture reaction accompanying the $^{235}$U(n,f) measurement. The pronounced time signature is due to liquid nitrogen filling of the detectors and the consequent local temperature variation.

For the periodical energy calibration monitoring of the EXILL array $\gamma$-lines in the range 0–8 MeV listed in table 3 were selected, which have energies known with an accuracy of at least 0.02 keV. The gain matching has been performed for each run to compensate for variations due to external conditions. An automatized procedure was developed to perform the alignment run by run (for the $^{235}$U(n,f) measurement about 3500 runs were recorded). The resulting final energy calibration was 0.95 keV per channel with zero offset. After the gain matching, the add-back procedure and the sorting of the data into a histogram a final precise energy calibration was necessary. In the case of the $^{235}$U(n, f) measurement we selected 30 known $\gamma$-lines observed in all the measurements. It was possible to fit a single, second-order polynomial function to all the points with very good accuracy. The deviation of experimental points from the fitted curve are shown in the right-hand side of figure 9.

\(^1\)Centre de Calcul del Institut National de Physique Nucleaire et de Physique des Particules.
\(^2\)Laboratoire de Physique Subatomique et Cosmologie.
Figure 8. Comparison of two calibration spectra with a $^{152}$Eu source. The resolution of the combined detector array at 1408 keV was of the order of 3.7 keV. It can be seen that the energy calibration was not constant over time. The two spectra differ for higher energies (above 1500 keV) since the measurement of 09/12/2012 was taken during the reactor shut down, during which the prompt neutron capture does not contribute to the ambient background in the experimental zone.

Figure 9. Left hand side: drift of the peak position of the 7724 keV $\gamma$-line from the $^{27}$Al(n,$\gamma$) capture reaction as a function of run number over 24 h. The pronounced signature is due to detector filling and consequent temperature variations. Right hand side: accuracy of the final energy calibration of the EXILL detector array for the $^{235}$U-campaign. The data points show the residuals for 30 known $\gamma$-lines with respect to the calibration fit.
Table 3. List of $\gamma$-ray transitions used for calibration monitoring and automatic gain monitoring.

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>Error (keV)</th>
<th>Energy (keV)</th>
<th>Error (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>58.86</td>
<td>0.02</td>
<td>61.21</td>
<td>0.02</td>
</tr>
<tr>
<td>296.44</td>
<td>0.02</td>
<td>312.59</td>
<td>0.02</td>
</tr>
<tr>
<td>510.99</td>
<td>0.02</td>
<td>539.65</td>
<td>0.03</td>
</tr>
<tr>
<td>1778.92</td>
<td>0.02</td>
<td>1881.31</td>
<td>0.02</td>
</tr>
<tr>
<td>2223.25</td>
<td>0.02</td>
<td>2351.50</td>
<td>0.03</td>
</tr>
<tr>
<td>3033.90</td>
<td>0.01</td>
<td>3209.24</td>
<td>0.02</td>
</tr>
<tr>
<td>3465.06</td>
<td>0.01</td>
<td>3665.52</td>
<td>0.07</td>
</tr>
<tr>
<td>4259.53</td>
<td>0.01</td>
<td>4506.35</td>
<td>0.12</td>
</tr>
<tr>
<td>4690.68</td>
<td>0.01</td>
<td>4962.57</td>
<td>0.12</td>
</tr>
<tr>
<td>5134.34</td>
<td>0.01</td>
<td>5432.06</td>
<td>0.15</td>
</tr>
<tr>
<td>7213.04</td>
<td>0.01</td>
<td>7631.98</td>
<td>0.05</td>
</tr>
<tr>
<td>7724.03</td>
<td>0.01</td>
<td>8172.76</td>
<td>0.04</td>
</tr>
</tbody>
</table>

7.1.2 Efficiency calibration

The relative full-energy-peak efficiency calibration has been performed using $\gamma$-transitions from calibration sources ($^{152}$Eu and $^{133}$Ba), the $^{35}$Cl($n,\gamma$) reaction and following $^{235}$U(n,f) (from prompt-$\gamma$, yrast cascades and $\beta$ decay of fission fragments). Data points ($\gamma$-energy and relative efficiency) that were taken into account are presented in figure 10.

The efficiency of the low-energy region was determined by using $\gamma$-transitions coming from the $\beta$ decay of fission products and the $^{133}$Ba calibration source. It is important to emphasize the remarkably high efficiency at low energy. This unique performance could be achieved because of the digital signal treatment, allowing to efficiently apply lower trigger settings for the individual channels. The efficiency values for the middle-energy $\gamma$-lines were, predominantly, based on the calibration source $^{152}$Eu. The comparison between values obtained from $\gamma\gamma$-gated and $\gamma$-singles spectra was made yielding consistent results. Efficiencies for $\gamma$-transitions coming from fission products are also in agreement within uncertainty with the ones from calibration sources. The high-energy section was fitted using data points from the ($n,\gamma$) reaction on $^{35}$Cl. One should note that the efficiency of the system drops quickly above 3 MeV. The drop is coming from the saturation of the preamplifiers of the GASP detectors and the pair production effect. To the data points shown in figure 10 the following 5-parameters function [53, 54] was fitted:

$$\epsilon_{\gamma}(E) = \exp\left(a_1 - (a_2 + a_3 \exp(-a_4 E)) \exp(-a_5 E \log \frac{E}{E_0})\right). \quad (7.1)$$

The parameters obtained from a least-squares fit are listed in table 4. The total uncertainty of the efficiency has two components: an error coming from the uncertainties of the fit parameters and the systematic error

$$\Delta_{\text{efficiency}} = \sqrt{\Delta_{\text{fit}}^2 + \Delta_{\text{systematic}}^2}.$$  \quad (7.2)

The first term in eq. (7.2) is less than 1 % in the middle-energy section (120–5500 keV), it grows at low and high energies, and it is particularly dominating for very low energy. The second term in
Figure 10. Relative full-energy-peak efficiency (including add-back) for the EXILL set-up. In the top panel, all experimental points are presented, the notation “g” refers to single, the notation “g-g” to γ-rays measured in coincidence. The fitted function (solid line) is drawn together with a “corridor of errors” (dashed lines) corresponding to one standard deviation. In the bottom panel, the fit residual are presented using the same relative units together with the one-standard-deviation “corridor of errors” (dashed lines).

eq. (7.2) is assumed to be a constant fraction of the efficiency predicted by the fitted function. Its value of 3.3 \% is obtained after imposing the condition that about 68 \% of the data points should be within one uncertainty from the fit.

Table 4. Results of the least-square fit for the parameters of the efficiency function (7.1). The value of $E_0$ was set to 1 keV.

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.649(36)</td>
<td>0.4428(58)</td>
<td>2.49(35)</td>
<td>4.79(30)$\cdot$10$^{-2}$ keV$^{-1}$</td>
<td>-2.96(10)$\cdot$10$^{-5}$ keV$^{-1}$</td>
</tr>
</tbody>
</table>

$E_0 = 1$ keV
The Add-Back factor of the EXOGAM clovers was determined up to the typical neutron binding energies of about 8 MeV and is illustrated in figure 11. The total efficiency of the array in configuration 4 was about 6.5% at 1.3 MeV.

### 7.1.3 Time alignments and calibrations

At the beginning of each run the master clock was set to zero, providing a general synchronization of all electronic channels every few minutes. During the runs all digitizer cards are maintained PLL-locked on a 100 MHz reference signal generated by a 1 GHz oscillator on the master board (see section 6). However, due to different detector types, different cables or preamplifiers the detector signals do not arrive simultaneously and an offline time alignment is needed. To do so, we produced time-difference spectra between the time response of a selected (reference) detector and time responses of all other detectors. In the first step one of the Ge detectors was chosen as a reference and time differences to BGO anti-Compton-shield detectors were obtained. The BGO signals, arriving about 300 ns before the Ge signals showed time-misalignments of up to 20 ns, which were then corrected to be less than 10 ns. In the second step, taking any of the time-aligned BGO detectors as a reference detector we produced time-difference spectra for all Ge detectors. The left-hand side of figure 12 shows, on a common time scale, an example of such spectra for pairs BGO-BGO and BGO-Ge detectors. We have aligned all the prompt peaks within 10 ns. Some of the Ge detectors had worse time resolution than others, which has deteriorated the quality of the total time prompt peak. In the right-hand side of figure 12 we show the prompt time peak corresponding to time-differences between all Ge-Ge pairs of detectors, obtained from the full data set of the 16-day measurement of $^{235}$U(n,f) in configuration 1. The width of the peak is about 120 ns, approximately twice the width of a prompt peak for a Ge-BGO pair, with a single-Ge crystal gated on a high-energy γ-line (dashed line).
Figure 12. Left hand side: time-difference spectra for pairs BGO-BGO, BGO-Ge(Exogam) and BGO-Ge(Gasp) on a common time scale. Right hand side: time prompt peak corresponding to time-differences between one (red dashed line) and all Ge-Ge pairs (“+” symbols).

The time calibration was based on the master clock frequency of 100 MHz making the difference between two rising edges of the clock (time stamps) to be exactly 10 ns. To illustrate the quality of the time measurement with EXILL we show in the left-hand side of figure 13 a doubly-gated, \( t_1 - t_2 \) time-difference spectrum obtained from the \(^{235}\text{U}(n,f)\) data, with the first gate set on the 2322 keV line above the 6\(^+\) isomer in \(^{134}\text{Te}\), providing the start-time, \( t_1 \), and the second gate set on the 1279, 297 and 115 keV lines below the isomer, providing the delayed time, \( t_2 \). A clear exponential decay is visible compared to the prompt-prompt \( t_1 - t_2 \) time-difference spectrum, doubly gated on the prompt, 2322 and 549 keV lines above the isomer. In the right-hand side of figure 13 a fit of an exponential with constant background function is shown, resulting in the half-life of \( T_{1/2} = 163.9(7) \) ns, which agrees well with the literature value of \( T_{1/2} = 164.1(9) \) ns \([55]\).

Figure 13. Left hand side: time-decay spectrum for the 6\(^+\) isomer in \(^{134}\text{Te}\), doubly-gated on the 2322- and the sum of 1279, 297 and 115 keV lines of \(^{134}\text{Te}\) (crosses); time-prompt spectrum doubly-gated on the 2322 and 549 keV lines of \(^{134}\text{Te}\) (dashed line). Time “zero” is at 2560 ns. Right hand side: an exponent-plus-constant-background fit to the time-decay spectrum of the left-hand figure, performed in the shown region.
We note that the triggerless data from EXILL allow the study of isomers also in a micro-second range. However, as explained in ref. [56] specific corrections may be needed for long half lives ($T_{1/2} > 1 \mu s$), due to the fact that reaction events occur randomly in time. This is illustrated in the left-hand side of figure 14 where we show a time-difference spectrum doubly gated on the prompt, 2223 keV line from the $^1H(n,\gamma)$ capture reaction, which was a very strong single line in all our measurements. The spectrum shows the time difference between two subsequent $^1H(n,\gamma)$ capture reactions, for which the 2223 keV line was registered by EXILL. It is clearly seen that events occurring randomly in time at high rate can produce a pronounced time “slope”, which is related to the event rate. This applies also to pairs of $\gamma$-lines in coincidence.

Analogously, for short half lives ($T_{1/2} < 100 \text{ ns}$) one needs to correct for the finite width of the prompt peak via the usual unfolding procedure. The position, the shape and the width of the “prompt” peak depend strongly on the $\gamma$-energy, due to energy dependence of $\gamma$-ray interaction as well as the specific properties of the data acquisition algorithm. The right-hand side of figure 14 illustrates this for pairs of lines from the 4734-2959-31 keV $\gamma$-cascade following the $^{27}\text{Al}(n,\gamma)$ capture reaction. The narrow prompt peak (dashed line) results from gating on two high-energy lines, 2959 and 4734 keV. The double gate on the 2959 and 31 keV lines produces a much broader “prompt” peak, for the low electric signal produced in the Ge crystal by the 31 keV $\gamma$-ray.

In figure 15 we demonstrate the broadening of the prompt time peak to be independent of the count rate of the Ge detectors. The figure compares the prompt time peak for the 815–977 keV cascade in $^{96}\text{Sr}$, measured in $^{235}\text{U}(n,f)$ at about 600 kHz event rate to the prompt time peak for the 847–884 keV cascade in $^{134}\text{Xe}$ populated in beta decay of $^{134}\text{I}$, measured at about 60 kHz rate after the $^{235}\text{U}(n,f)$ run. There is no difference between the widths of the two time prompt peaks, despite very different data rates.

7.2 Angular correlations

The high symmetry of the EXILL germanium detector array (rhombicuboctahedron) allows for a very effective angular correlation measurement at four relative angles between the detectors, $0^\circ$, $45^\circ$, $60^\circ$ and $90^\circ$. It is worth noting that the four angles are the only angles between any pair of
Ge-detectors in the array taking into account the symmetry of angular correlation formulas with respect to 90°. Here the EXOGAM Clovers, used in add-back mode, were considered as a single detector. In the following we discuss the angular-correlation analysis for three angles, only, using data from a subset of the EXILL array - the eight EXOGAM detectors placed in one plane in an octagonal geometry perpendicular to the neutron beam. We have chosen this option due to the fact that the eight EXOGAM detectors are very similar to each other, with almost identical efficiencies and geometrical properties, which lowers the need for possible instrumental corrections, while GASP and Lohengrin detectors had rather different properties.

The present analysis of angular correlations is based on the theory of angular correlations as presented in ref. [57], including the convention of the sign for the mixing coefficient, \( \delta \), adopted there. The theoretical formula for the angular correlation function between two consecutive transitions \( \gamma_1 \) and \( \gamma_2 \) in a cascade emitted from an unoriented state with spin \( J_1 \), through an intermediate state with spin \( J_2 \) to the final level with \( J_3 \) can be expanded into a series of Legendre polynomials

\[
W(\theta) = A_0 \sum_k a_k P_k(\cos \theta).
\] (7.3)

Here, \( \theta \) is the angle between the two \( \gamma \)-rays, \( P_k \) are the Legendre polynomials, \( k \) is an even integer number going from zero to the least of \( 2J_2, 2L_1 \) or \( 2L_2 \), where \( L_1 \) and \( L_2 \) are the maximum multipolarities of \( \gamma_1 \) and \( \gamma_2 \), respectively. The value of \( A_0 \) is a common scaling factor describing the intensity of the cascade and linking the coefficients \( a_k = A_k/A_0 \) to the angular correlation coefficients \( A_k \). To a large extent the procedure and formulas for deriving the coefficients \( a_k \) are published in [3]. Within this procedure the specific EXILL detector geometry and its size is represented by normalized attenuation coefficients \( q_k \) calculated using an opening angle of \( \alpha = 18(1)° \) yielding the values \( q_2 = 0.86(2) \) and \( q_4 = 0.60(3) \).
To extract experimental angular correlations with three angles, we have sorted three different γ-coincidence matrices, each corresponding to one of the 0°, 45° and 90° angles between the two γ-rays. In the “octagon” setup considered, there were 4, 16 and 8 independent detector pairs contributing to the angles 0°, 45° and 90° respectively and the γγ-coincidences need to be re-normalized respectively by introducing normalization coefficients $n(\theta)$. Accounting for different numbers of pairs as well as some differences between the efficiencies of the Ge detectors, these normalization factors may differ slightly from pure geometrical calculations, so that they have to be determined experimentally.

For the experimental determination of the normalization coefficients, $n(\theta)$, it was required for the normalized intensity distribution $N_{\gamma\gamma}(\theta)/n(\theta)$ to be independent of $\theta$ for cascades of two uncorrelated γ-rays. An example of such a cascade in our measurement are the two γ-rays emitted by two fission fragments, one γ from one fragment and the other from its fission-partner fragment. The discussed determination of the $n(\theta)$ coefficients does not require any knowledge of the $q_k$ coefficients. For the convenience of graphical representations, the experimental data were always normalized to 1 at an angle $\theta = 90^\circ$. Consequently, the $n(90^\circ)$ coefficient is exactly 1, while its error was included in the errors of the other $n(\theta)$ coefficients.

In figure 16 we show an example of the determination of $n(\theta)$ based on 15 uncorrelated cascades of two γ-rays from the partner fission fragments from $^{235}$U(n,f), which are indicated on the left-hand side of the plot. The analysis yields $n(0^\circ) = 0.495(8)$ and $n(45^\circ) = 2.02(3)$. Analysis of further uncorrelated cascades from other measurements of the EXILL campaign, with the same detector setup, and cascades with zero anisotropy (for instance the $2 \rightarrow 0 \rightarrow 2$ cascades in even-even nuclei) provided consistent results and allowed to obtain more precise average values of $n(0^\circ) = 0.495(4)$ and $n(45^\circ) = 2.011(8)$, which are recommended for further analysis of three-angle correlations with this setup.

With the experimentally determined $n(\theta)$ coefficients a refined adjustment of the $q_k$ attenuation coefficients is possible by fitting them to experimental angular correlations for known cascades, preferably with large $a_k$ coefficients (for example $0 \rightarrow 2 \rightarrow 0$ cascades in even-even nuclei). An
example of such analysis is shown in figure 17 for the highly anisotropic 448-934 keV cascade in $^{92}$Zr, populated by $^{91}$Zr(n,$\gamma$) reactions on the Zr-backing of the $^{235}$U target, with spins 0, 2 and 0 of the initial, intermediate and final states, respectively (for such a cascade the theoretical $a_2$ and $a_4$ coefficients are 0.357 and 1.143, respectively). The formula fitted in figure 16 reads:

$$\chi^2(q_2, q_4) = \left( \frac{W_{\exp}(0^\circ) - W_{\text{th}}(0^\circ, q_2, q_4)}{\Delta W_{\exp}(0^\circ)} \right)^2 + \left( \frac{W_{\exp}(45^\circ) - W_{\text{th}}(45^\circ, q_2, q_4)}{\Delta W_{\exp}(45^\circ)} \right)^2$$

The above $\chi^2$ analysis points distinctively to $q_2 = 0.870$ and $q_4 = 0.575$, in good agreement with the calculation based on the solid angle estimates of the EXOGAM Clover detectors. Typically the error estimate would be extracted from a countour equal to $\chi^2_{\text{min}} + 1.0$. In the present work two $q_k$ coefficients are fitted to two experimental points and the fit is “exact” (zero degrees of freedom); the $\chi^2$ minimum reaches zero. Still the $\chi^2_{\text{min}} + 1.0$ approach gives a reasonable estimate of the uncertainties $\Delta q_2 = 0.03$ and $\Delta q_4 = 0.02$, which is consistent with the error estimates obtained from direct calculations according to [3].

With the normalization and attenuation coefficients precisely determined, as described above, we have tested the angular correlation analysis for several known cases. Results are shown in table 5 and in figure 18 for four characteristic angular correlations: (a) two stretched quadrupole-quadrupole and quadrupole-dipole transitions in a cascade and (b) strongly anisotropic (0-2-0) versus isotropic (934–511 keV) correlations from $\beta$-decay.

For cascades of non-stretched transitions, which can be mixtures of two multipolarities, a more advanced type of analysis has to be performed. A very common situation is the combination of a known transition and an unknown transition, which is a mixture of two multipolarities with the mixing coefficients $\delta$. To determine the $\delta$ coefficient the $A_k(\delta)$ coefficients are calculated for a given spin and multipolarity hypothesis as a function of $\delta$. Then the $A_k(\delta)$ values are compared against the experimentally determined $A_k^{\exp}$ values applying the $\chi^2$ test.

In figure 19 and table 5 we show examples of such an analysis for two M1+E2 mixed transitions in the $^{92}$Zr nucleus. In figure 19(a) we show the $\chi^2$ test for the 1132.1-934.5 keV cascade. The experimental ($A_2, A_4$) values (blue box in the upper pannel of figure 19(a)) shown against the $A_2(\delta)$
Figure 18. Angular correlations for strong $\gamma$-cascades in $^{92}$Zr, populated by neutron capture on the Zr backing of the first $^{235}$U(n,f) target. In figure b), the error bars are smaller than the size of the symbols. The point at 90° is at 1 by definition. Note that the 511 keV was produced by a $\beta$-decaying nucleus, while the neutron beam was off.

Table 5. Experimental and theoretical angular correlation coefficients measured for transitions in $^{92}$Zr populated by neutron capture. First three lines: pure, stretched transitions. Fourth line: isotropic (511 keV) transitions. Last two lines: mixed transitions.

<table>
<thead>
<tr>
<th>$\gamma_1 - \gamma_2$ (keV)</th>
<th>$J_1, J_2, J_3$</th>
<th>$a_2^{exp}$</th>
<th>$a_2^{th}$</th>
<th>$a_4^{exp}$</th>
<th>$a_4^{th}$</th>
<th>$a_4^{th}$</th>
<th>$\delta(\gamma_1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>560.9 - 934.5</td>
<td>4 - 2 - 0</td>
<td>0.106(12)</td>
<td>-0.012(30)</td>
<td>-0.012(30)</td>
<td>0.102</td>
<td>0.009</td>
<td>0.00</td>
</tr>
<tr>
<td>1405.1 - 934.5</td>
<td>3 - 2 - 0</td>
<td>-0.068(8)</td>
<td>0.008(17)</td>
<td>0.008(17)</td>
<td>-0.071</td>
<td>0.000</td>
<td>0.00</td>
</tr>
<tr>
<td>448.2 - 934.5</td>
<td>0 - 2 - 0</td>
<td>0.356(21)</td>
<td>1.120(41)</td>
<td>1.120(41)</td>
<td>0.357</td>
<td>1.143</td>
<td>0.00</td>
</tr>
<tr>
<td>511.0 - 934.5</td>
<td>isotropic</td>
<td>0.006(12)</td>
<td>0.012(24)</td>
<td>0.012(24)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.00</td>
</tr>
<tr>
<td>1132.1 - 934.5</td>
<td>2 - 2 - 0</td>
<td>0.191(19)</td>
<td>0.295(40)</td>
<td>0.295(40)</td>
<td>0.000</td>
<td>0.000</td>
<td>-2.824(23)</td>
</tr>
<tr>
<td>912.7 - 934.5</td>
<td>2 - 2 - 0</td>
<td>0.255(11)</td>
<td>-0.001(25)</td>
<td>-0.001(25)</td>
<td>-0.007</td>
<td>-0.007</td>
<td>-0.007(17)</td>
</tr>
</tbody>
</table>

Figure 19. The $\chi^2$ analysis for a) the 1132.1-934.5 keV cascade and b) the 912.7-934.5 keV cascade in $^{92}$Zr, populated by neutron capture. See text for details.
$A_0(\delta)$ values for the 2-2-0 spin hypothesis in the cascade (the red ellipse), provide one solution with $\delta = -2.824(23)$ for the 1132.1 keV transition in $^{92}$Zr, as shown by the $\chi^2$ test in the lower pannel of figure 19(a). This result agrees with and is more precise than the evaluated value of $\delta = -3.2(0.4)$ \cite{58}.

In figure 19(b) the $\chi^2$ test for the 912.7-934.5 keV cascade provides the mixing ratio $\delta = -0.007(17)$ for the 912.7 keV transition in $^{92}$Zr, which agrees with and is more precise than the published value $\delta = -0.002(25)$ \cite{58}.

The results presented in figures 18, 19 and table 5 indicate that with the present “octagon” subset of the EXILL detectors very precise angular correlations can be obtained. With the three angles the angular correlation analysis is possible for $\gamma\gamma$-cascades, where at least one of the transitions has a dipole or quadrupole multipolarity, while the other one can have any multipolarity.

In order to analyze angular correlations for $\gamma\gamma$-cascades, where both transitions have multipolarities higher than quadrupole, more angles are needed for analysis. The four angles provided by the EXILL array allow the investigation of angular correlations for cascades where one of the transitions has a multipolarity not higher than octupole, while the other can have any multipolarity. The four-angle setup has also the advantage of higher statistics - the number of detector pairs contributing to the four angles, $0^\circ$, $45^\circ$, $60^\circ$ and $90^\circ$ are 8, 32, 48 and 32, respectively. However, because different types of detectors with rather different efficiencies were used in EXILL (eight EXOGAM Clovers, two LOHENGRIN Clovers and 6 GASP coaxial detectors), both the $n(\theta)$ normalization coefficients and the $q_k$ attenuation coefficients have to be determined specifically. Such, an analysis would surpass the rather general character of this paper and will be published elsewhere.

8 Summary and perspectives

The field of $\gamma$-ray spectroscopy based on neutron-induced reactions is an important part of nuclear physics where many interesting results can be obtained when using efficient arrays of Ge detectors. In this paper we have presented EXILL, an efficient detector array for precise measurements of $\gamma$-rays from neutron-capture and neutron-induced fission. The array, placed at the cold neutron beam facility PF1B of ILL Grenoble, consisted of up to 49 germanium crystals mounted in a rhombicuboctahedron geometry. The high efficiency and granularity of the array allows measurements of multi-fold $\gamma$-coincidences. The neutron collimation of the setup provided a neutron beam of about 1 cm in diameter and a thermal neutron-capture equivalent flux of about $1 \times 10^8$ $n\ cm^{-2} \ s^{-1}$ at the target position, with negligible neutron halo. The background level is acceptable and no effect of neutron induced damage on the Ge detectors has been observed. Due to a fast digital acquisition system the detector array collected up to $6 \times 10^8$ triggerless single $\gamma$-events per second. The triggerless data offer the possibility to measure various time correlations and half-lives of excited levels in the nano- to micro-second range (if combined with LaBr$_3$:Ce detectors down to picosecond range) with high accuracy \cite{15}. Precise energy and efficiency calibrations of EXILL in the energy range from 30 keV up to 10 MeV were performed using standard calibration sources of $^{133}$Ba, $^{60}$Co and $^{152}$Eu as well as transitions from the reactions $^{27}$Al($n, \gamma$)$^{28}$Al and $^{35}$Cl($n, \gamma$)$^{36}$Cl. The data from these reactions have shown that with this setup the neutron binding energies can be determined with an accuracy down to the eV level while $\gamma$-ray angular correlations can be measured with the precision down to the percent level. Further — not detailed in this paper — due to the use
of Clover detectors the linear polarization of γ-rays could be determined with a precision down to the 10% percent level (which will be subject of an individual publication).

The described setup has been used to measure γ-rays from \((n, \gamma)\) reactions for several target nuclei. A so-far-preliminary comparison with data from previous \((n, \gamma)\) measurements shows that there should be many more nuclei, for which much improved information on nuclear structure could be obtained if further \((n, \gamma)\) experiments with the present setup will be carried out in the future. Similarly, measurements of prompt γ-rays from fission products of \(^{235}\text{U}(n,f)\) and \(^{241}\text{Pu}(n,f)\) performed with EXILL delivered unique data sets for neutron-rich nuclei. Using triple coincidences on known transitions of fission products or their complementary partner it is possible to place individual γ-transitions in the level scheme of these isotopes. The analysis of this very rich data set is presently in progress.

The EXILL campaign has also been an important step forward towards the development of a future instrument at the ILL: the Flssion Product Prompt γ-ray Spectrometer (FIPPS) [59]. The FIPPS setup will represent a permanent extension of the temporary EXILL campaign. It aims at combining a high-resolution, high-efficiency germanium array and a large acceptance recoil spectrometer for mass determination. The subsequent improvement in the overall resolving power will allow the identification of new, weak γ-rays. A variety of alternative targets for neutron-induced fission \((^{233}\text{U}, \text{Pu}, \text{Am}, \text{Cm}, \text{Cm}, \text{Cf}, \text{Cf})\) can be exploited. This will considerably extend the number of nuclei accessible for nuclear structure studies. Specific setups including other ancillary devices as plungers [60] or magnets for g-factor [19, 20] measurements will provide more detailed nuclear structure information.
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